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Abstract 
A method is described for analyzing molecular- 
surface complementarity, including the binding of 
ligands to proteins or the interaction of elements of 
secondary structure in protein interiors. A computer 
program can identify and model molecules that satisfy 
general criteria for good binding affinity. Computa- 
tional tests are presented. This approach is likely to 
have useful application in the analysis of surface 
recognition in proteins, including the identification 
of binding sites, and in the design of drugs for specific 
targets, by (i) suggesting potential pharmacophores 
to the medicinal chemist for further computational 
analysis or laboratory testing, (ii) suggestion of 
derivatives of a known ligand to enhance its affinity, 
or (iii) searching a data base of known drugs for a 
match'to the predicted 'ligand. 

Introduction 
Emil Fischer first proposed the 'lock and key' model 
of enzyme-substrate interactions. We now recognize 
the importance of surface complementarity not only 
for ligand binding, but for the interactions of packed 
a-helices and/3-sheets in protein interiors which are 
crucial in stabilizing native conformations (Lesk, 
1981; Chothia, 1984). Important applications of com- 
putational methods for analyzing molecular com- 
plementarity include: 

(1) Analysis of the packing in protein interiors: 
What will be the effect of a mutation on the conforma- 
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tion of a protein (Lesk & Chothia, 1980)? What 
freedom do packed secondary structures have to 
facilitate and transmit conformational changes 
(Chothia, Lesk, Dodson & Hodgkin, 1983)? 

(2) Prediction of ligands complementary to 
specific clefts in proteins. Can we thereby design 
drugs of high affinity and specificity (Tickle, Sibanda, 
Pearl, Hemmings & Blundell, 1984; Beddell, 1984)? 
Can we rationalize the specificities of antibodies? 
With the application of protein-engineering tech- 
niques to antibodies, it will be useful to analyze 
changes in the antigen-binding site (Neuberger, 
1983). 

Given a protein structure that contains a cleft, how 
can one identify a ligand that has a structure com- 
plementary to the cleft? Analyses of protein-ligand 
interactions suggest that loss of solvent-accessible 
surface area, and complementarity in shape and 
charge distribution are the major determinants of 
affinity and specificity (Janin & Chothia, 1978; 
Chothia, 1984; Kollman, 1984). Studies of com- 
plementarity have used physical models [including 
making casts, using known protein structures as 
molds (Blow & Smith, 1975)], empirical parameters 
characterizing hydrophobicity (Smith, Hansch, Kim, 
Omiya, Fukumura, Selassie, Jow, Blaney & Lan- 
gridge, 1982) and interactive computer graphics (Lan- 
gridge, Ferrin, Kuntz & Connolly, 1981; Busetta, 
Tickle & Blundell, 1983). 

We describe here a computational technique to 
explore clefts in proteins and suggest candidate 
ligands. It does not require the facilities of interactive- 
graphics packages, but could easily and profitably be 
integrated with them. [This problem should be 
distinguished from a related one: determining the 
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optimal geometry of interaction of a protein and a 
prespecified ligand, which has come to be known as 
the 'docking' problem (Pattabiraman, Levitt, Ferrin 
& Langridge, 1984; Cambillan, Horjales & Jones, 
1984). The two problems are complementary in that 
ligands suggested by the current work could be sub- 
mitted to a 'docking' program.] Our goals are in some 
respects similar to those of Kuntz, Blaney, Oatley, 
Langridge & Ferrin (1982) and Goodford (1985). 

Methods 

The fundamental idea is to define, within the target 
cleft, a potential-energy field for possible ligand 
atoms. The negative of this distribution has maxima 
(i.e. peaks) at which individual ligand atoms would 
find themselves at positions of low energy. The prob- 
lem of generating a molecule by connecting peaks 
into a stereochemically acceptable bonded constella- 
tion has been solved in another context: to interpret 
electron-density maps in X-ray crystallography 
(Koch, 1974; Main & Hull, 1978). 

Thus, the method comprises three tasks, each of 
which has known computational solutions: 

(1) Establishing a potential-energy field: Given a 
protein structure, place a probe atom at various points 
in its vicinity, and compute the interaction energy of 
the single atom with the protein. To model a hydro- 
phobic group in a nonpolar cleft, a function as simple 
as a hard-sphere potential with an attractive r - 6  term 
at higher radii may suffice (see next section). To model 
charged, polar, or hydrogen-bonding interactions, the 
potential must be correspondingly more realistic 
(Levitt, 1983a, b). 

The result is a function f (x ,  y, z) that is positive 
and very large in regions of space occupied by protein 
atoms, and negative in regions where a single probe 
atom would be energetically comfortable. To cast the 
next step into familiar form, note that peaks in 
- f ( x ,  y, z) correspond to sites of favorable inter- 
action. 

(2) Peak-picking: Searching a three-dimensional 
array [in this case, the values of - f ( x ,  y, z)] and 
interpolating to find the positions and heights of local 
maxima is a standard computational task in crystal- 
lography (Main & Hull, 1978). 

(3) Peak parsing: extracting a stereochemically 
reasonable constellation of  atoms from a set of  peaks: 
Crystallographers have solved this problem as well, 
in order to facilitate interpretation of electron-density 
maps (Koch, 1974; Main & Hull, 1978). In this work 
we associate with each peak a variable x~ = 0 or 1 
(xi = 1 implies that peak i is included in a structure, 
and x~ = 0 that peak i is not included), and a scalar 
weight w~ (e.g. the peak height). The quantity Y~ w~x~ 
will be large for a structure that includes many strong 
peaks. The constraints of excluded volume, con- 
nectivity, and valence are expressible in terms of the 

distance matrix of the peak positions, as linear 
inequalities in the xi. 

Each of the following problems is computationally 
feasible: 

3(a) Find the maximal subset of peaks obeying 
the stereochemical constraints (maximize Y, iwix~) 
(Geoffrion, 1969). 

3(b) Assign a threshold T and find all subsets of 
peaks obeying the stereochemical constraints for 
which Y~ w~x~ >- T (Hammer & Rudeanu, 1968; Lesk, 
1973). 

3(c) Given a known ligand, the affinity of which 
we should like to enhance, introduce its atoms at their 
known positions, calculate f in the presence of the 
protein and ligand, determine the peaks in -f ,  and 
find subsets of peaks that constitute chemically feas- 
ible modifications of the given ligand. 

Results 

As an example we examined the specificity pocket of 
bovine chymotrypsin. Fig. 1 shows a substrate analog, 
formyl-L-trytophan, determined crystallographically 
by Steitz, Henderson & Blow (1969). We used coor- 
dinates of ce-chymotrypsin from the Protein Data 
Bank (2CHA) (Bernstein, Koetzle, Williams, Meyer, 
Brice, Rodgers, Kennard, Shimanouchi & Tasumi, 
1977), deleting the tosyl group, and a simple hard- 
sphere plus van der Waals-like potential: f ( r )  = -re, 6 
for ri->3.5 A, f ( r ) = ~  for r <3.5/~,  where ri is the 
distance from the probe position to atom i of the 
protein; the summation extended over all residues 
within 6 A of the pocket. The program determined 
the positions and heights of the peaks of - f  and 
assembled a subset into a putative molecule, shown 
in Fig. 2. Fig. 3 compares the experimental ligand 
and the predicted one. (The coordinates were not 
rotated or translated relative to each other to improve 
the fit; they have been rotated together, by the same 
amount, to a viewpoint perpendicular to the tryp- 
tophan ring.) 

The program has suggested a ligand similar in 
nature and position to part of the experimental sub- 
strate analog and to the side chains of peptides for 
which the enzyme is specific. Because no polar inter- 
actions or hydrogen bonding were included in the 

Fig. 1. Binding of the substrate analog formyl-L-tryptophan to 
bovine chymotrypsin; as determined crystallographically by 
Steitz, Henderson & Blow (1969). 
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potential function, none appears in the result. 
[Incidentally, the carboxyl group of the substrate 
analog was not visible in the difference map (Steitz, 
Henderson & Blow, 1969).] 

It would be possible to compare the set of predicted 
peaks with the side chains of each of the twenty 
natural amino acids to see which ones it resembles 
(Lesk, 1979). In pharmacological applications, a data 
bank of known drugs could be searched for entries 
similar to a predicted ligand. 

Foci of future developments include: (1) 
Examination of more complex potential functions, 
including polar interactions and hydrogen bonding. 
These might make it possible to identify individual 
atom types in the predicted ligand, or at least to assign 
them a charge or electronegativity. (2) Analysis of 
surface recognition in proteins, with the ultimate goal 

Fig. 2. Ligand fragment predicted from peaks in a hard-sphere 
plus van der Waals-like attractive potential. The potential func- 
tion contained no polar interactions or hydrogen-bonding terms. 
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Fig. 3. Comparison of the experimental and predicted ligands. 
They are shown in the positions they occupy relative to the 
protein (not in an optimal superposition). 

of predicting the geometries of interaction of t~- 
helices and fl-sheets. (3) Collaboration with 
medicinal chemists on applications to drug design. 
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